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EXECUTIVE SUMMARY

Artificial intelligence offers financial services orga-
nizations extraordinary opportunities.

It also precipitates decisions with profound impact 
on legal compliance, business success, and, most 
importantly, stakeholder trust. Many of those deci-
sions apply to cybersecurity. Among the most 
nuanced – and consequential – involve the ethical 
usage of artificial intelligence (AI).

Such ethical considerations exist in a dynamic 
cyber ecosystem in which use cases are novel and 
regulations vary. FS-ISAC's AI Risk Working Group 
analyzed this complex landscape and developed a 
framework incorporating five principles – security 
and resiliency, explainability, privacy, fairness, reli-
ability, and accountability – core to the responsible 
use and management of AI.

Designed to be actionable and practical, the frame-
work’s purpose is to help the financial services cyber 
community make sound decisions aligned with their 
institutions’ values, capitalize on the opportunities AI 
affords – and sustain the trust the sector relies on. 

INTRODUCTION

Artificial intelligence ushered in a new era of inno-
vation and transformative potential within the 
financial services sector. As institutions harness 
the power of AI to enhance customer experiences, 
streamline operations, and drive financial insights, 
the institutions and their leaders must navigate 
the complex landscape of ethical considerations.

These considerations have significant business 
implications. The ethical development, implemen-
tation, use, and governance of AI systems instills 
confidence in AI solutions, prevents regulatory scru-
tiny and penalties, and can avert financial losses 
due to misunderstood or misused AI outputs. 
Most importantly, these principles foster the trust 
of customers, investors, and regulators, which is 
paramount in the financial services industry. 

Senior leadership is crucial to these efforts. They 
set the tone for the ethical use of AI through their 

support and decisions. Their awareness of AI’s use 
and downstream impact ensures alignment with 
their decisions. Their accountability and involvement 
are necessary for the successful implementation, 
use, and governance of AI. And by keeping the staff 
members who use AI in a feedback loop, they align 
AI usage with their expectations.

In this paper, we explore the foundational areas of 
responsible AI deployment within financial institu-
tions. Our aim is to furnish a holistic framework 
that empowers financial institutions to align their AI 
practices with the highest level of ethics and trust-
worthiness. The framework requires a thoughtful, 
adaptive approach rooted in an understanding of the 
potential consequences of AI usage. In this evolving 
ecosystem, simple directives are unlikely to serve 
AI practitioners and stakeholders as effectively 
as well-established and commonly agreed upon 
principles.

With the dynamic nature of this ecosystem in mind, 
the principles in this document were designed to 
provide a basis for decision-making even as tech-
nology changes over time.

PRINCIPLES

I. Safe, Secure, and Resilient AI Systems 

AI systems must be trustworthy and demonstrably 
safe, secure, and resilient to enhance stakeholder 
trust, mitigate risks, and ensure that AI systems con-
tribute positively to organizational objectives. Manual 
and automated policies and procedures are equally 
essential to the security and resiliency of AI systems.

Proposed Approach 

	> Risk assessment and mitigation: Conduct 
comprehensive risk assessments for AI systems, 
identifying potential risks and vulnerabilities. 
Develop mitigation strategies and integrate them 
into the AI development lifecycle to minimize the 
likelihood of unintended consequences. 

	> Robust testing and validation: Test and validate 
AI systems to ensure they are reliable and support 
only intended operations. This includes scenar-
io-based testing and validation against various use 
cases and potential disruptions. 
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	> Algorithmic transparency: Prioritize the trans-
parency of AI algorithms to ascertain that 
decision-making processes are understandable and 
interpretable. This transparency fosters trust among 
stakeholders and enables effective accountability.

	> Data quality and bias mitigation: Conduct a 
meticulous data quality assessment and implement 
measures to mitigate biases in AI systems. Use 
high-quality, diverse datasets to enhance fairness 
and accuracy. 

•	Discuss boundaries that define appropriate 
system behavior. 

•	Define acceptable levels of bias and data qual-
ity as basic guidelines for the organization. 

	> Security by design: Implement protection mech-
anisms that prevent unauthorized access and the 
inappropriate use of data and models. Such mea-
sures enable AI systems to maintain confidentiality, 
integrity, and availability. Controls must be in place to 
protect against data poisoning, prompt injection, the 
exfiltration of models, training data, or other intellec-
tual property through AI system endpoints. Embed 
and integrate secure development practices and 
controls into the AI development lifecycle to ensure 
system security. These practices include stringent 
security reviews, static and dynamic testing, code 
audits, and compliance with industry standards. 

	> Continuous monitoring and maintenance: Estab-
lish ongoing monitoring and maintenance protocols 
to ensure the continued health and performance of 
AI systems. Install rapid response mechanisms to 
address emerging risks or issues.

•	Monitor data quality and bias.
•	Monitor model degradation.
•	Meet internal thresholds and explainability 

requirements related to external regulators, cus-
tomers, etc.

•	Align model testing and production environ-
ments and enforce separation of duties.

	> Incident response and recovery plans: Develop 
comprehensive incident response and recovery 
plans to effectively manage and recover from 
unexpected events and disruptions. These plans 
help ensure minimal downtime, preserve system 
integrity, and protect institutions from unexpected 
or adversarial use of the model or data. 

	> Regulatory compliance: Vigilantly adhere to rel-
evant laws, regulations, and industry standards 
governing AI deployment. Compliance with data 

privacy regulations and ethical guidelines must be 
a priority. 

	> Continuous learning and improvement: Foster a 
culture of continuous learning and improvement in 
AI practices. Regular training and skill development 
empowers teams to adapt to evolving AI challenges. 

	> Transparency and documentation: Incorporate 
transparency and accountability into AI practices. 
Thoroughly document AI systems, decision-making 
processes, and risk management strategies.

	> Data governance: Holistically manage the life-
cycle of data used in the system for training and 
input/output. Consider issues involving, but not lim-
ited to, high-level design of data flows, mitigating 
privacy and compliance concerns, confidentiality of 
queries, safeguarding sensitive data, preserving the 
provenance and lineage of training data, and mon-
itoring the quality of the data used and generated.

Chatbot data leakage threatens privacy
GenAI clients, such as chatbots, are suscepti-
ble to data leakage and injection attacks when 
prompts are not validated prior to submitting 
to the model. Adding a data firewall between 
the GenAI clients and the language model 
anonymizes the personally identifiable infor-
mation and sanitizes scripts to protect from 
injection attacks. 

Training data corruption impacts AI output
Training data can be manipulated to corrupt 
the model state and output. To restore the 
systems after an incident, maintain copies 
of validated training data, models, and con-
figurations and disaster recovery procedures. 

Users diverge from ethical principles
Developers and users of AI could fail to follow 
the ethical principles detailed in this docu-
ment or in the organization’s policies. Draft 
an ongoing awareness program to provide 
regular training on responsible use and devel-
opment of AI to both users and developers of 
AI-based systems. 

Ethical AI Principles in Practice — 
Problems and Solutions
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II. Explainable and Interpretable 

AI Systems 

Stakeholders may be dubious about non-transparent 
systems, and skepticism can undermine trust in AI 
outputs. Trust is paramount in financial services. 
Therefore, this approach advocates for a commit-
ment to transparency with an emphasis on clarity 
in AI operations to sustain user and stakeholder 
confidence. The approach is informed by industry 
forerunners and governmental standards and aims to 
create AI systems that are technically sound, under-
standable, and accountable to a diverse cohort of 
stakeholders. The proposal for implementing trans-
parent and interpretable AI systems underscores 
the necessity for stakeholder confidence, facilitates 
collaboration, and empowers users to make informed 
decisions based on AI-generated insights.

Proposed Approach 

	> Transparency and interpretability: Prioritize 
transparency and interpretability in AI systems with 
decision-making processes that are understandable 
to users, consumers, developers, watch groups, and 
other external parties. 

	> Explanations for decisions: Focus on developing 
AI systems that not only provide transparent deci-
sions but also offer comprehensible explanations. 
This approach helps users understand the rationale 
behind AI-based decisions. Frequently review those 
explanations to ensure they remain accurate.

	> Process documention: Establish mechanisms for 
transparency and documentation. Enhance inter-
pretability by documenting AI system processes, 
algorithms, and decision logic.

	> Interdisciplinary collaboration: Collaborate with 
experts from various domains, such as AI, ethics, and 
design. Incorporating diverse perspectives facilitates 
the development of more interpretable AI systems.

	> Human-centered design: Incorporate human-cen-
tered design practices. Designing AI systems with 
the user in mind encourages AI model outputs and 
decisions that are comprehensible and can be effec-
tively communicated.

	> Explainability techniques: When applicable, 
leverage explainability techniques such as feature 
importance analysis, model visualization, and rule-
based models. These techniques contribute to 
explainability and interpretability.

Traders can’t justify AI-based decisions
In algorithmic trading, traders using AI 
systems that don't employ explainability tech-
niques may not be able to justify the trades to 
clients or regulators. Explainable AI systems 
can communicate the key variables influenc-
ing trading decisions, such as market volatility 
or trade volume, making the AI system's oper-
ations more transparent to the end user.

Reliability of brokerage's market 
forecasting algorithm can’t be validated
If an AI algorithm used to forecast market 
movements is not transparent, the basis for 
its predictions becomes unclear, and stake-
holders cannot validate its reliability. For 
example, if the model uses high-dimensional 
data, stakeholders would require a simpli-
fied representation of its decision process, 
possibly through dimensionality reduction 
techniques, to understand influential market 
factors.

Bank can’t explain its process for 
AI-directed fraudulent transaction blocks
If an AI system designed to detect fraudulent 
transactions doesn't document its process, 
banks may not be able to provide required 
information during audits or to customers 
disputing a transaction block. An explainable 
and reliable AI system would have the capa-
bility equivalent of an audit trail that logs the 
decision process, including the data points 
considered and the fraud detection rules 
applied. 

Ethical AI Principles in Practice — 
Problems and Solutions
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	> Treat privacy as a necessity constructed into 
systems before they are deployed: AI systems 
should be meticulously designed to prioritize the 
protection and preservation of individual privacy 
during the collection and utilization of data. At a 
minimum, this means:

•	Obtain user consent when including the informa-
tion of specific individuals in the customer-facing 
AI systems. 

•	Prioritize user awareness and control, ensuring 
that data collection and usage are transparent and 
well-regulated.

•	Implement measures that shield sensitive user 
information from unauthorized access and misuse. 

•	Adopt techniques such as data anonymization 
and data minimization. The privacy resilience of AI 
systems is further fortified by reducing the amount 
of personal information collected, used, and stored.

•	Integrate privacy risk management into every 

III. Privacy-Enhanced AI Systems 

Balancing transparency with “need to know” access nurtures stakeholder trust, and ensures compliance 
with evolving privacy regulations. Just as importantly, judiciously allocating access regarding the inputs 
and outputs of AI systems, standards, and controls can also ensure or improve the quality of the data in 
use, maximizing the quality of results. By reviewing existing privacy controls prior to incorporation into 
new AI solutions, organizations may reduce new risks at no additional cost, or gain greater confidence in 
decisions regarding investment in new controls. Moreover, implementing privacy-enhanced AI systems 
elevates them to or above information security standards for the sector, where data privacy concepts are 
already a pillar. When implementing AI we encourage applying our currently robust standards and controls 
and expanding them as needed.

Proposed Approach 

	> Implement/ensure controls before the AI system is built: In accordance with NIST 800-30 and related stan-

dards, consider AI implementation in the context of a System Development Life Cycle (SDLC). As such, address 
foreseeable privacy concerns within the earliest, pre-build phases of the SDLC to minimize the risks associated 
with data privacy lapses. In the case of NIST, the phases and related risk management activities would be:

stage of AI development and deployment. Conduct 
privacy impact assessments to identify potential 
privacy risks, enabling the implementation of better 
targeted mitigations.

	> Consider regulatory requirements (GLBA, CCPA, 
etc.): Perform model evaluations for open source 
models that are included in the solution being 
developed or purchased. Keep in mind that some 
solutions leverage existing models that were devel-
oped separately.

•	Drive a resilient security framework that pri-
oritizes privacy defense. This framework will be 
instrumental in preventing unauthorized access 
to data, and protects the privacy foundations of 
AI systems.

•	Consider whether the process or user of the 
AI system really needs the personally identifiable 
information (PII) in scope. Block PII by default with 
exceptions for adding it.

SDLC Phases Phase Characteristics Support from Risk Management Activities

Phase 1: 
Initiation

The need for an IT system is 
expressed and the purpose 
and scope of the IT system 
is documented

Identified risks are used to support the development 
of the system requirements, including security 
requirements and a security concept of operations 
(strategy)

Phase 2: 
Development or 
acquisition

The IT system is designed, 
purchased, programmed, 
developed, or otherwise 
constructed

The risks identified during this phase can be used to 
support the security analyses of the IT system that 
may lead to architecture and design tradeoffs during 
system development

https://csrc.nist.gov/pubs/sp/800/30/r1/final
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	> Adhere to industry standards for privacy: While 
the current state of AI and its substantial indus-
try impacts are new, the concern for data privacy 
is not. Embrace the principles of existing industry 
standards while scoping and designing/purchas-
ing AI systems. Industry standards include (but are 
not limited to) privacy best practices established 
by ISC2. 

	> Establish ethical guidelines and policies for 
data collection, usage, and sharing: This approach 
ensures that user privacy rights are protected while 
harnessing the potential of AI-powered insights. AI 
should never violate the privacy of others, uninten-
tionally or otherwise.  

	> Enforce guidelines and policies: Deploy controls 
like Data Leakage Prevention (DLP) and continuous 
monitoring controls that already exist; these can 
be reconfigured to reduce privacy-related risks sur-
rounding AI platforms as well.

IV. Fairness with Harmful Bias Managed 
in AI Systems

AI systems are often trained on historical data, which 
can include bias. An early chatbot, for example, 
returned misogynistic and racist replies because it 
was trained with offensive language1,2. Such outputs 
can cause reputational damage, undermine trust 
among stakeholders, drive unfair business decisions, 
and subvert the values and public commitments 
made by financial services firms. The implementa-
tion of this proposal addresses and manages biases 
and directs AI systems to deliver unbiased, equitable, 
and just outcomes in alignment with organizational 

values. It helps meet regulatory requirements regard-
ing fair and unbiased outcomes in decision-making 
and helps develop trust between the organization, 
its stakeholders, and government institutions. Not 
adhering to this approach can result in regulatory 
scrutiny and fines, reputational risk, and loss of con-
sumer trust.

Proposed Approach 

	> Bias detection and mitigation: Integrate bias detec-
tion and mitigation techniques into the AI development 
lifecycle. These measures systematically identify and 
rectify biases in data and algorithms so that AI sys-
tems do not perpetuate discriminatory outcomes.

	> Ethical AI development: Root development 
approaches in ethical AI development practices. Scru-
tinize training data and models to detect and address 
biases, ensuring that AI systems are devoid of unfair 
biases.

	> Diverse and representative data: Source a com-
prehensive range of demographic and cultural 
perspectives in training data to mitigate bias and pro-
mote fairness. 

	> Regular audits and reviews: Institute a regimen 
of regular audits and reviews of AI systems.These 
periodic assessments will identify any existing or 
emergent disparities, enabling corrective actions to 
maintain fairness.

	> Fairness metrics: Implement fairness metrics 
during model training and evaluation.These metrics 
should provide quantifiable insights into bias levels, 
enabling the institution to assess and address con-
cerns proactively.

	> User feedback: Actively seek user and stakeholder 
feedback. This input is a valuable source of insights 
into potential biases or unfair outcomes, and can guide 
continuous improvement efforts.

	> Fairness impact assessments: Incorporate fair-
ness impact assessments in the same vein as privacy 
impact assessments. Fairness assessments evaluate 
the potential impact of AI systems on fairness and 
equity, driving informed decisions and risk mitigations.

	> Transparency and accountability: Transparently 
communicate the institution’s approach to the use, 
risk management, governance, and ethics for AI, 
such as bias detection and mitigation. Formally doc-
ument these approaches in an acceptable use policy, 
establishing clear accountability of AI users within 
development and deployment processes.

ISC2 privacy best practices assure that the 
data used by/results from AI is:

	> Obtained fairly and lawfully
	> Used only for the original specified 
purpose

	> Adequate, relevant, and not excessive 
to purpose

	> Accurate and up to date 
	> Accessible to the subject
	> Kept secure
	> Destroyed after its purpose is served
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V. Ensuring Valid and Reliable AI 

Systems

Consistently reliable and valid AI outputs direct effec-
tive decisions and reinforce stakeholders’ trust in 
the organization. AI systems – especially those with 
no or limited human input – are better equipped 
to minimize risks, deliver consistent outcomes, 
and maintain performance excellence when they 
are trained, validated, monitored, transparent, and 
undergo continuous improvement. This approach 
supports stakeholder confidence and the financial 
services’ responsibility for considered AI deployment.  
This section covers robust training, validation, mon-
itoring, transparency, and continuous improvement 
in AI systems.

Proposed Approach 

	> Robust model training: Commit to comprehensive 
model training that emphasizes reliability and safety. 
Conduct rigorous training and meticulous testing 
to ensure AI systems’ behavior remains consistent 
and accurate across diverse scenarios. A well-de-
fined method for training models should be clear and 
demonstrable. A governance process or forum that 
supports the review of the scope of the model and its 
training is recommended.

	> Data quality assurance: Validity and reliability 
hinge on the quality and accuracy of training data. 
Use stringent data quality assurance practices so 
that the data utilized is representative, relevant, and 
free from errors that could undermine system per-
formance.

	> Quality assurance standards: Align practices 
with quality assurance standards specific to AI 
development. These standards direct AI system 
usage toward best practices, industry standards, 
and established guidelines.

	> Risk assessment: Assess potential risks associ-

Bank uses biased AI outputs in mortgage 
loan decision
AI datasets that incorporate decades of mort-
gage approval and rate decisions may include 
data reflecting unfair outcomes. That data 
trains the AI, so its outputs may direct mort-
gage loan officers toward unfair decisions. 
Use bias detection and mitigation techniques, 
test data with fairness metrics, and review the 
system regularly.

Investor chatbot makes inappropriate 
comments
Chatbots that advise on investment decisions 
use data drawn from large language models. 
That data may contain inappropriate termi-
nology and concepts. Thoroughly test data 
and design guardrails for chatbots and other 
customer interfaces.

Insurance firm’s AI produces racially 
homogenous advertising images
Biased training data in generative AI models 
design images that lack diversity or create 
offensive imagery. One generative AI model 3 
was found to consistently produce images of 
White doctors for prompts requesting African 
doctors because its training data included 
only White doctors. Incorporate a range of 
perspectives in training data, and solicit user 
and stakeholder feedback to guide continu-
ous improvement efforts. 

Ethical AI Principles in Practice — 
Problems and Solutions

Ensuring data quality includes:

	> Defining use cases for accuracy
	> Defining acceptable levels of success from 
model training and datasets

	> Ensuring data diversity and validity used 
for training
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ated with AI deployment based on the Responsible 
AI Principles. The assessment should include secu-
rity, privacy, regulatory compliance, etc. incorporated 
in the design of the AI system. To the extent possi-
ble, the assessment should consider the potential 
unintended outputs the AI system may generate. 
These assessments empower the development of 
proactive measures to mitigate risks and safeguard 
the validity and reliability of AI systems. Share the 
results of the risk assessment with the relevant 
organizational governing bodies.

	> Testing and validation: Conduct comprehensive 
functional and performance testing to ensure the AI 
system consistently meets its intended objectives. 
Well-constructed simulations may be required to 
fully test and validate the results. Thresholds for 
success for all testing should be defined proactively.

	> Model monitoring and maintenance: To sustain 
the validity and reliability of AI systems, establish 
comprehensive model monitoring and maintenance 
protocols. Address evolving challenges and main-
tain consistent performance with regular updates 
and proactive maintenance.

	> Continuous monitoring: Vigilant monitoring in 
real-world conditions facilitates early detection of 
deviations from expected behavior (e.g., model 
drift), enabling swift corrective actions that support 
validity and reliability. Consider developing moni-
toring metrics and thresholds for AI accuracy, drift, 
and other such concerns. These metrics help the 
organization’s AI governing body ensure AI system 
operation within acceptable thresholds.

	> Feedback and improvement: Gather and docu-
ment feedback from users and stakeholders. Their 
insights identify areas for improvement so that AI 
systems can be fine-tuned to enhance validity and 
reliability.

CEO and Board discussions don’t cover AI 
ethics
A meticulous, regular review of the findings 
and recommendations presented by the AI 
Ethics Committee ensures that ethical con-
siderations are seamlessly integrated into 
critical decisions, such as those related to 
loan approval. The active participation of the 
institution's CEO and Board of Directors in 
AI-related discussions will also set an exam-
ple others follow.

The AI system’s training dataset isn’t 
effective for its use case
A manual task or automated process that 
evaluates training data before it is ingested 
into a model aligns it with the type of data 
that will meet the use cases for the AI system, 
with documentation regarding the method 
and steps taken to perform this validation.

The AI system's users have a poor 
customer experience
A feedback webform regarding the AI system 
will give end users a platform to provide reg-
ular, useful information about their customer 
experience. By reviewing the feedback on a 
regular basis, the governing body at the orga-
nization can implement changes to enhance 
the system. 

Ethical AI Principles in Practice — 
Problems and Solutions
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VI. Enhancing Accountability and 

Transparency in AI Systems

Prioritizing ethical AI practices assures financial 
services customers, regulators, and investors that 
decisions incorporating AI input are data-driven 
as well as ethically sound. This section outlines a 
comprehensive approach to promote accountability 
and transparency throughout the AI lifecycle. The 
proposed guidance includes clear responsibility, gov-
ernance, documentation, response plans, stakeholder 
engagement, transparency in design, ethical consid-
erations, communication, impact assessments, and 
external audits. Implementing these approaches will 
enhance stakeholder trust and emphasize risk man-
agement. Business continuity and harm minimization 
in case of AI-related incidents is more probable. 
The approach adds diverse perspectives to leaders’ 
decision-making while impact assessments give it 
insights, optimizing AI systems' benefits while mit-
igating associated risks. Lastly, external validation 
through audits or assessments adds credibility.

Proposed Approach 
	> Governance and Oversight

•	Senior leadership ownership: To foster a cul-
ture of ethical AI within financial institutions, 
senior leadership and management must take 
ownership of AI-related decisions. This entails 
active engagement in understanding AI proj-
ects, acknowledging their ethical implications, 
and providing essential guidance and oversight 
throughout the AI lifecycle.  

•	Establish governance structures: Develop and 
maintain well-defined governance structures 
tailored specifically for AI systems to provide 
a comprehensive framework that outlines 
the roles, responsibilities, and reporting lines 
concerning AI development, deployment, and 
ethical considerations. It is essential to identify 
the key stakeholders who will play active roles in 
AI decision-making.

•	Define roles and responsibilities: Make a con-
certed effort to specify the duties of data scientists, 
AI developers, project managers, compliance offi-
cers, and any other relevant personnel. Effective 
governance hinges on the definition of roles and 
responsibilities for individuals engaged in AI proj-
ects. Financial institutions should clearly define 
each role’s tasks related to ethical oversight.

	> Clear Responsibility
•	Accountability for development and deployment: 

Prioritize clear accountability for people engaged 
in the development, maintenance, security, and 
deployment of AI systems in the financial institution. 
This includes roles such as data scientists, develop-
ers, and project managers. These individuals must 
take ownership of the outcomes and ethical consid-
erations related to their AI systems. By holding AI 
developers and maintainers accountable, financial 
services institutions ensure that technology is used 
responsibly and that any unintended consequences 
or ethical issues are addressed promptly.

•	Third-party responsibility: When collaborat-
ing with third-party vendors or developers for AI 
solutions, financial institutions must ensure that 
these external parties share responsibility for the 
AI systems they provide. Contracts and agree-
ments should be structured to clearly outline the 
roles, responsibilities, and accountability of third 
parties concerning the maintenance of ethical AI 
practices. This practice aligns external AI solu-
tions with the institution's ethical standards and 
regulatory requirements, effectively reducing risks 
associated with AI outsourcing.

•	User responsibility: Actively foster a culture of 
ethical responsibility among all users of AI solu-
tions within the financial services organization. 
This is achieved through comprehensive train-
ing and guidelines provided to employees and 
stakeholders on the responsible use of AI tools. 
Users should be well-informed about the ethical 
considerations related to AI and should under-
stand their role in upholding ethical practices. This 
proactive approach not only minimizes the risk 
of unintended consequences but also nurtures a 
culture of ethical AI within the institution.

•	Security, responsibility, and oversight: In addi-
tion to ethical responsibility, financial services 
institutions must place paramount importance 
on security, responsibility, and oversight. Security 
teams should ensure that AI systems meet strin-
gent security standards, protect sensitive data, 
and guard against potential vulnerabilities. Reg-
ular security audits, threat assessments, and risk 
management practices should be integral com-
ponents of the security framework. By adhering 
to internally defined security protocols, financial 
institutions proactively address security concerns 
and defend AI systems and sensitive information.
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•	Multiple levels of reviews: Make decisions in 
multiple tiers: at the local level or the implemen-
tation team, the regional level or the business unit, 
and the global or corporate level. Ethical decisions 
should not be made in isolation. Ensure that all 
within the firm use a consistent approach and 
know what others are doing. This way, decisions 
are made once transparently, employees learn 
from one another, and tough choices do not have 
to be re-litigated. 

	> Documentation
•	Implement comprehensive documentation: 

Establish a robust documentation process for 
all AI-related endeavors, encompassing develop-
ment, deployment, and decision-making phases. 
This involves meticulously recording pertinent 
details such as shared definitions, model train-
ing specifics, data sources, algorithm choices, 
and ethical considerations. Financial institutions 
should provide a rationale behind significant deci-
sions related to AI systems that is thoroughly 
documented and transparent.

•	Maintain an AI usage inventory: Establish and 
maintain a comprehensive inventory of AI appli-
cations in use within the institution. This inventory 
should encompass the purpose of each AI system, 
the sources of data it relies upon, significant eth-
ical considerations, and the owners responsible 
for its operation.

	> Transparency in Design
•	Designing for transparency: Prioritize transpar-

ency in the design of AI systems when they are 
being developed. Ensure that decision-making 
processes and algorithms are clear and under-
standable, even to non-technical stakeholders 
such as customers and regulators. Incorporate 
features that explain how the AI system reaches 
its conclusions, emphasizing fairness, transpar-
ency, and accountability.

	> Ethical Considerations
•	Financial services institutions’ ethical consider-

ations: Ensure that AI systems align with societal 
values, respect human rights, adhere to trust-based 
best practices in the financial services sector, and 
reflect the organization's core values and cultural 
norms. This commitment is fundamental to pro-
moting ethical and responsible AI deployment 
within an institution and is foundational to an 
accountability strategy in AI implementation. 

•	Ethics committee formation for advancing 
responsible AI: Institute an ethics committee 
accountable for guiding the organization through 
the complex landscape of AI development and 
ensuring that ethical principles and industry best 
practices are rigorously upheld. In the pursuit 
of ethical and responsible AI deployment within 
financial institutions, the establishment of an 
ethics committee is foundational. 

•	Negative public perception and legal conse-
quences: Avoid negative public perception and legal 
repercussions resulting from the failure to incor-
porate ethical considerations into AI deployment. 
Such incidents can damage the institution's reputa-
tion and lead to regulatory investigations and fines.

	> Stakeholder Engagement
•	Building trust through collaboration: Actively 

engage with stakeholders to ensure that AI deploy-
ment aligns with the expectations and values 
of users, customers, and the wider community 
affected by AI systems. Collaboration establishes 
channels for continuous communication, serving 
as a bridge between the institution and its stake-
holders. 

•	AI governance team: Create a team to serve as 
the hub for stakeholder engagement. Their function 
is to seek perspective from a diverse group of stake-
holders, including users, customers, regulators, and 
the public. Through surveys, forums, and direct 
communication, they can gather valuable input, 
feedback, and concerns related to AI systems.

•	Customer support team: Facilitate the cus-
tomer support team’s ability to channel customer 
experiences and concerns with AI applications 
to the appropriate role. Because end users often 
interact directly with AI applications and with cus-
tomer support teams, this function is an essential 
link in stakeholder engagement. 

•	Public relations team: Focus the public rela-
tions team on communicating the institution's 
AI initiatives and gathering feedback from the 
wider public. This function plays a crucial role 
in managing external perceptions and ensuring 
transparency in AI deployments.

	> Impact Assessments
•	Anticipating consequences for informed 

decision-making: Use impact assessments to 
understand and evaluate the potential conse-
quences, both positive and negative, arising 
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from AI systems. Such assessments are a cor-
nerstone of responsible AI deployment in financial 
services institutions, encompassing a wide array 
of impacts, from fraud potential to socio-demo-
graphic biases, and can be conducted internally or 
externally. Impact assessments provide the criti-
cal insights needed for informed decision-making 
and risk management.

•	External impact assessments: Consider obtain-
ing the evaluation of a neutral third party. While 
impact assessments are often conducted inter-
nally, external assessments performed by third 
parties bring an additional layer of objectivity and 
expertise to the financial service company’s evalua-
tion process. External auditors or specialized firms 
can conduct comprehensive assessments, provid-
ing an unbiased perspective on potential impacts 
and offering recommendations for risk mitigation.

	> Response Plans
•	Comprehensive response plans: Implement 

a comprehensive response plan to safeguard 
the institution and stakeholders. It can be instru-
mental in effectively managing AI-related risks 
and incidents. The plan should identify potential 
risks, foster cross-functional collaboration, create 
scenario-based strategies, prioritize transparency, 
and ensure continuous improvement. With this 
response, the institution can navigate the com-
plexities of AI deployment while maintaining 
ethical standards, regulatory compliance, and 
stakeholder trust.

•	Model bias oversight guidance: Develop a 
response plan that outlines the steps to be taken 
in case of identified model bias.This plan should 
include cross-functional collaboration between 
data scientists, compliance experts, and busi-
ness executives. In the event of significant bias, 
consider corrective actions such as retraining the 
model with a diverse dataset and external audits 
to validate fairness.

•	Security incident guidance: Create a response 
plan for security incidents involving cybersecurity 
experts, legal representatives, and communication 
specialists. Ensure that the plan addresses inci-
dent assessment, containment, and transparent 
communication with affected parties, including 
customers, regulators, and the public. Conduct a 
post-incident review for continuous improvement.

•	Ethical concerns raised by stakeholders 

guidance: Establish an ethics response team to 
investigate and address ethical concerns raised 
by stakeholders. This team should engage with 
stakeholders, assess the impact of their concerns, 
and prioritize transparent communication. Col-
laboration with the ethics committee can provide 
expert insights into ethical dilemmas. 

	> Communication
•	Fostering accountability and transparency: 

Support channels of effective, transparent 
communication. Communication ensures that 
stakeholders, both internal and external, are well 
in-formed about AI capabilities, limitations, and 
any deviations from the originally intended use. 

	> External Audits
•	Demonstrating accountability and transpar-

ency to external auditors: Consider third-party 
external audits or independent assessments to 
promote accountability, transparency, and the 
financial institution’s commitment to ethical 
principles. External audits can offer an outside 
perspective of an organization's AI practices, 
providing a clear picture of adherence to account-
ability and transparency standards

Customer expresses concerns about the 
ethical implications of an AI-driven credit 
scoring model
The response plan should guide the institution 
in addressing these concerns transparently 
and taking appropriate actions to rectify any 
ethical issues.

An AI-driven chatbot provides inaccurate 
responses due to system drift
The response plan should outline steps to 
analyze and rectify the drift while transpar-
ently informing users about the issue.

An institution fails to meet regulatory 
requirements in its AI-based anti-money 
laundering system
The response plan should involve transparent 
communication with regulators, corrective 
actions, and collaboration with external audi-
tors to validate compliance.

Specific scenarios in which 
transparent actions are essential
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	> The AI Governance Team should conduct surveys 
among bank customers to discover their prefer-
ences regarding AI-driven chatbots and engage with 
regulatory bodies to ensure AI applications align 
with industry standards. Customer support agents 
should actively seek feedback from customers 
using AI-powered financial advisory tools and relay 

No documentation exists for a bank’s credit 
scoring dataset
In the development of an AI-driven credit scoring 
model, meticulous documentation should encom-
pass datasets, machine learning algorithms, 
data preprocessing, and strategies addressing 
bias. Morever, all financial services organiza-
tions should have an AI usage inventory covering 
diverse AI applications, including chatbots, fraud 
detection models, and credit risk assessment 
systems. The inventory should document data 
sources, adherence to ethical guidelines during 
development, and designate personnel responsi-
ble for ongoing operational oversight.

The exchange employees who use the AI 
system don’t understand how it makes 
decisions
The staff responsible for AI system utilization 
should have access to comprehensive docu-
mentation and explanations of AI algorithms 
and decision-making processes. This transpar-
ency ensures that employees can effectively 
work with AI systems, and can comprehend 
how the system influences daily tasks. 

Ethical AI Principles in Practice — Problems and Solutions

A credit union customer is angry that an AI 
model rejected their loan application 
Consider informing customers that an AI 
model was used in formulating responses. For 
instance, when employing AI for loan approval, 
the institution can provide customers with 
explanations regarding why their loan applica-
tion was approved or denied by the AI model 
and allow them to request reconsideration by 
a human as appropriate. This helps foster trust 
and informed decision-making.

A fintech can’t validate its AI system’s 
privacy safeguards meet regulatory 
requirements
Meeting regulatory requirements may necessi-
tate a higher degree of transparency. Institutions 
should be prepared to provide detailed documen-
tation and transparent insights into AI systems 
to demonstrate compliance with regulations, 
encompassing information on data sources, 
model training, and fairness considerations.

valuable insights to the AI development team for 
system improvements. The public relations team 
should conduct public forums and webinars to edu-
cate the community about the institution's AI-driven 
fraud detection systems and gather feedback on the 
system's effectiveness, addressing concerns related 
to privacy and data security.
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CONCLUSION 

As thorough as the authors have been in this work, 
we know technology and controls will evolve, reg-
ulations will advance, and overall sentiment on AI 
will change over time. However, an approach using 
time-honored principles and existing industry stan-
dards are foundational to safe, effective, ethical AI 
development and usage in the financial services 
industry.

We know that our industry will grow our morispru-
dence as we implement these principles, and we 
hope that growth only enhances the trust and con-
fidence that are the key to our sector. 

The views and opinions of the contributors are not 
necessarily those of their employers.
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