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Executive Summary 
Artificial Intelligence (AI) simultaneously inspires optimism and panic. Its latest iteration — 
generative AI, which creates wholly new text, images, audio, and more — brings the financial 
sector to a new inflection point. While AI clearly offers opportunities that the sector can 
embrace, organizations have just begun to set their course into the future of AI.  

To help chart what lies ahead for AI’s use and consequences, FS-ISAC’s Artificial Intelligence 
Risk Working Group assembled the Future Use team of financial sector experts in AI, risk, 
technology, and cybersecurity. In this publication, the Future Use group puts AI, especially 
generative AI (GenAI), in a broad financial services framework to help institutions: 

 Predict the problems and identify the uncertainties involved in the phases of AI 
solution implementations  

 Define the challenges and understand the nuances of AI in financial services 
 Predict the short-, medium-, and long-term impacts of GenAI tools in realistic 

scenarios  

We conclude this work with several questions to help your firm understand, then manage, your 
own AI risks.  

There is not enough data to make long-term evidenced-based predictions on whether AI 
implementation will exponentially provide value or depreciate efficiency and effectiveness 
over time. Patents and publicly available academic research aren’t sufficient to isolate trends. 
Few have wholly assessed the viability of moving human workloads onto machines and 
converting AI’s promise into material business solutions. Some firms purport to be 
aggressively pushing toward adoption; others are running into significant concerns. Clearly, 
the sector needs a practical, actionable approach to navigating this new landscape.   

Our paper seeks to offer an “all-hazards” approach – guidance on a broad spectrum of 
concerns, with practical guardrails and risk concepts in a useful framework to help the sector 
protect the advantages of AI. In so doing, financial firms can maximize AI’s business value 
and minimize its potential disadvantages at the same time. 
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Defining AI for Financial Services Use Cases 
Projecting risks to the financial services sector requires investigating how AI might transform 
business operations. Financial firms are likelier to make more accurate predictions by 
exploring their own needs for bringing AI into production in incremental steps. The first of 
these steps should be a concrete definition of AI. 

The term "AI" itself stretches from the technically deterministic to science fiction. AI can mean 
any number of things, from machine learning to deep learning, from natural language 
processing to robotics to artificial general intelligence.  

It’s useful to focus specifically on generative AI, 
which creates new text, images, videos, and 
audio (or a combination of them, often referred 
to as multi-modal models) that didn’t exist 
before.i The most pertinent GenAI models for 
financial services are probably large language 
models (LLMs), as these hold the most promise 
for transformation in the financial sector due to 
their capabilities for knowledge management.  

With this in mind, each organization should define AI for itself against its own objectives for 
the technology. We suggest that your definition: 

 Incorporates industry standards (NIST, ISO, etc.) 
 Is not so broad that it’s not useful 
 Is not so specific that it dates as conditions change 

Understanding AI Capabilities vs. AI Expectations  

Though they present potential risk vectors, LLMs demonstrate remarkable capabilities in a 
wide array of domains and allow organizations of any size to automate many knowledge-
based tasks.ii The more advanced language models consistently outperform the average 
human’s abilities in reasoning, reading comprehension, mathematical problem-solving, 
and computer programming.iii, iv 

Many LLMs approach or surpass 90th-percentile human 
results on standardized tests such as the LSAT, the 
multistate bar exam, and the GRE.v 

Popular LLMs 

Examples of popular LLMs include 
Microsoft's Co-Pilot, Open AI's Chat 
GPT, Google's Gemini, and the open-
source framework Llama.  
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These technologies face some constraints. For example, in their current form, AI systems 
can’t integrate knowledge independently as humans can and they lack autonomous agency – 
e.g., without human prompts, AI engines can only wait. Nonetheless, GenAI use cases in 
financial services are already well publicized, such as:  

 Summarizing publicly available prospectus materials 
 Customer support 
 Cost-effective and fast coding for business applications 

However, in these nascent stages, as with any new technology that disrupts business 
operations (like the commercialized Internet did in the 1990s), AI’s inherent risks cannot be 
wholly understood.  

Projecting Future Use: Defining the Problems 
Predictions become less accurate as the time horizon grows more distant. This principle 
applies to AI usage in financial services firms – the further ahead you look at the future of AI, 
the less certain you can be about the impact and value of your AI implementations. 

Every institution faces this paradigm, but it can shake leaders’ confidence in their AI 
implementations. To develop realistic predictions about the outcomes of AI solutions, we 
recommend predicting your future use in a framework of the following five phases: 

 Phase 1: Certainty 
The firm assesses the known AI value versus the cost of implementing the AI solution. 
The firm begins with this basic business approach, which requires understanding the 
business, use cases, and people, processes, and technology resources available. That 
background enables it to set budgets and select appropriate solutions.  
 

 Phase 2. Some uncertainty  
Use cases are prioritized, including automation of repetitive tasks. Those tasks are 
compared to the value of the new opportunities identified above. This can only be 
accomplished if the business understands the value of AI (Phase 1) and is sufficiently 
confident it can adequately apply that knowledge to prioritize use cases. 
 

 Phase 3. Increased uncertainty 
Ad hoc implementation issues begin to arise. The institution understood the value of 
AI and what it wants to implement but doesn’t have an adequate concept of the risks 
and threats. The firm is not alone: The sector as a whole is still identifying the 
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technology and cybersecurity risks as they apply to confidentiality, integrity, and 
availability relating to AI. 
 

 Phase 4. Increased uncertainty 
Use cases do not operate as expected. As business opportunities evolve and even grow, 
technology risks may compound with useability. The AI model may not be able to 
perform as intended. If the institution faces a shortage of AI or machine learning 
engineers, it may experience significant risks if the tool cannot meet objectives. 

 
 Phase 5. Most uncertainty  

The sustainability and repeatability of processes is not understood. Due to the fast-
changing nature of AI, governance and processes may be upheaved as AI transforms 
along with groundbreaking new technologies like quantum computing. 
 

 

 

 
 

Loss of Certainty in Gen AI 
Implementations over Time 
 
Like any other business-facing 
risk, certainty fades over time. 
Monitoring this process 
throughout an AI 
implementation’s lifecycle helps 
teams make more informed 
decisions, manage uncertainties 
more effectively, and ultimately 
deliver a successful product. 
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Uncertainties and Potential Challenges of GenAI 
Your current state, as well as your future one, likely includes the following uncertainties and 
challenges — as other organizations have encountered – presented by GenAI.   

Shortage of staff skilled in AI: Internally-deployed LLMs introduce less risk but a shortage of skilled 
AI technicians opens firms to operational risks, including misconfiguration, lack of maintenance, 
inadequate support, etc.  

As financial services firms adopt more AI-driven tools, cybersecurity practitioners will need to 
understand the risks and threats of those tools. As with any new technology, training and 
professional development will be imperative to defend against emerging risks.  

As use cases mount, the ability to use GenAI productively in proprietary deployment will 
require: 

 Building capabilities and skill sets  
 Conducting AI training so employees know how to ingest data into a training dataset 

safely 
 Identifying and deploying the duties necessary to move AI models from a 

developmental environment to a production environment 

Creative destruction: Innovation dictates that new, more efficient, more effective, more 
powerful forms of technology cannot functionally coexist with previous generations of 
technological systems. As organizations implement AI, they must understand what can and 
cannot be automated, and they must communicate how the workforce will change as a result 
of task automation.  

This is key to reducing tensions between knowledge workers and the business line deploying 
the GenAI tools. Ultimately, this is also the difference between creative destruction and 
business disruptions. 
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Mistakes tolerance: There may be instances 
of overlap between GenAI and human 
workers, specifically where the task requires 
some automation but it can’t fully replace a 
human. Machine error (hallucinations) and 
human mistakes are a possible result of that 
overlap. Therefore, organizations will need to 
define a threshold or tolerance for mistakes. 
In establishing such parameters, the 
organization would do well to consider certain 
factors, including the tolerance threshold for 
different kinds of mistakes and the impact on 
job roles that incorporate AI.  

Over-confidence in GenAI outputs: Data 
analysis relies on information integrity, but AI 
outputs can contain hallucinations and errors. 
Nonetheless, financial services employees – 
even those entrusted to apply critical thinking 
– may unknowingly rely on information 
lacking necessary integrity. Blind acceptance 
of AI outputs, especially those from the black 
boxes of public LLMs,vi is unwise and AI may 
streamline processes to a degree that review 
becomes minimal, introducing the risk of 
acting on incorrect information.vii GenAI 
usage for financial services needs to meet 
the highest standards of veracity, and 
employees must know how to test outputs 
for accuracy.viii A relationship between AI 
usage, oversight, and review will be essential 
to healthy productivity and growth, especially 
in mission-critical scenarios.  

 

 

 

What percentage of incorrect GenAI and 
human responses is acceptable for the 

given task? 

Do employees know which errors could incur 
business disruptions, opportunity costs, and 

other revenue losses? 

Do employees know which errors could cause 
regulatory non-compliance?

How will errors be detected in operations that 
prioritize speed over accuracy? 

What are the defined roles between human 
workers and AI? 

Will job roles be re-defined to include AI 
response fact-checking rather than more 

creative work? 

How will worker apathy be addressed?

How will skills training optimize productivity and 
reduce risks?
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Over-reliance on GenAI outputs: In crisis or 
incident situations, where cyber teams have 
little time to collect or act on information, GenAI 
can be leveraged to increase efficiency.ix But 
systems can cease to operate, and lack of 
alternative structures can hobble responses.  

Ongoing due diligence alongside the 
development and implementation of AI will 
need to be built into employee skillsets that 
adhere to a “Secure by Design” framework. As organizations seek to achieve their targeted 
state of AI implementation, human elements must remain able to achieve business objectives 
in the event of AI failure. As new roles for AI emerge within the business – such as a Chief 
Artificial Intelligence Officer – firms may benefit from a mix of employees whose prior 
business experience makes them knowledgeable about older or existing processes and new 
hires who have AI or GenAI-specific experience to innovate more established processes.  

Rules and regulations: Regional, national, and international legislation and frameworks exist 
(and more will come) to guide the implementation of AI.  

The regulatory landscape that defines how GenAI can and should be used is still developing. 
Traditionally, regulations are put in place to stimulate innovation, however, current proposed 
AI regulations indicate governments may seek to limit AI innovation and adoption.  

 

Noteworthy Legislation 

• The Council of Europe Framework Convention on Artificial Intelligence is the first international 
legally binding treaty on AI.x 

• The EU Artificial Intelligence Act classifies AI risk and denotes accountabilities for it. xi 

• The Principles to Promote Fairness, Ethics, Accountability and Transparency (FEAT) in the Use 
of Artificial Intelligence and Data Analytics was drafted by the Monetary Authority of Singapore 
(MAS) in partnership with banks and the technology sector.xii 

• The Social Principles of Human-Centric AI and AI Guidelines for Business are Japan’s risk-
based, soft-law approach to AI regulation.xiii 

Secure by Design 

Secure by Design principles 
centralize customer security as a 
core business requirement, not as a 
technical feature or add-on.  
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Nonetheless, and despite the slower adoption 
of AI by EU companies compared to US firms, 
the EU AI Act may produce 'the Brussels effect,’ 
impacting regional, national, and international 
AI regulatory initiatives.xiv  

Upcoming EU and US regulations and legal 
trends may impact considerations beyond the 
here and now. For example: 

 The EU AI Act’s 24-month 
implementation timeline encourages 
self-regulation through the early adoption of its provisions, best practices, voluntary 
compliance commitments, and public pledges (e.g. via the AI Pact). The most direct 
influence on financial institution deployments worldwide would be the development of 
the EU AI Act standards complementing the existing ISO/IEC 23894 and 42001.xv  

 
 The Organization for Economic Cooperation and Development (OECD) principles were 

adopted in 2019 and updated in May 2024.xvi They rely on a two-tiered approach for 
implementing trustworthy AI, guided by value-based principles to ensure AI remains a 
positive force rooted in inclusivity, sustainability, transparency, and accountability. The 
framework also provides recommendations for policymakers, which represents a 
pursuit towards a common good use of 
AI. While these principles may not be 
applicable to financial institutions in 
total, understanding the trustworthy AI 
principles within a larger context can 
help create a framework aligned to 
overarching societal goals.  

 

Copyright issues: Challenges to the legitimacy 
of AI copyright protections will continue with 
the increased adoption of AI technologies (i.e. 
Thaler V. Perlmutterxvii), especially where 
organizations seek to copyright work 
generated from AI models.xviii The concept of “intellectual property (IP) laundering” may 
emerge for institutions where IP is unintentionally used within organizational outputs and then 
embedded in proprietary processes or documentation. Firms should be prepared for the legal 
and moral implications of IP laundering, with controls in place to map data lineage and data 
supply chain through GenAI models to outputs from the GenAI models.  

Thaler V. Perlmutter 

In August 2023, the US District Court 
for the District of Columbia decided 
in Thaler v. Perlmutter that AI-
generated work can’t be copyrighted 
as copyright law only protects 
human-generated artwork.  

The Brussels Effect 

The European Union’s unique ability 
to shape the world’s business 
environment due to its impact on 
global markets despite its limited 
legal jurisdiction. Global uptake of 
GDPR privacy standards is one 
example of the Brussels Effect.  
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Organizations should consider the jurisdictional laws and ongoing legal cases when 
conceiving ideas or documentation that LLMs or GenAI will help to create.  

With that in mind, the following questions should be considered: 

 As AI models routinely produce results that incorporate parts of, or are similar to, 
copyrighted material, would organizations be subject to copyright lawsuits?  

 When is content generated by GenAI no longer considered previously copyrighted 
content?xxii 

 Unless it creates a proprietary AI, how can an organization state with certainty its AI 
models were not trained with copyrighted data? 

 Does using models that contain copyrighted materials constitute a violation of 
copyright — even if the copyrighted data is not accessed by employees or distributed 
publicly in any capacity?  

Cost-prohibitive energy requirements: AI technologies require significant and ever-increasing 
amounts of power – the infamous nuclear power plant, 
Three Mile Island, has reopened to power a Microsoft 
data center.xxiii Considering the exponential growth and 
deployment of AI technologies, current energy sources 
may prove insufficient for the foreseeable future unless 
significant investments are made in AI infrastructure.  

AI service providers, especially cloud service providers, 
should consider capital investments into private power 
generation as public grid operators may be constrained 
at peak times. The costs will be high: On 21 May 2024, 
Ben Fowke, Interim Chief Executive Officer and President, 
American Electric Power Company, testified before the 
Senate Committee on Energy and Natural Resources that 
power generation construction costs will run businesses 

hundreds of billions of dollars.xxiv  

Environmental impact: Goldman Sachs research shows 
that in its current state, one Chat GPT query "needs nearly 10 times as much electricity to 
process as a Google search," and by 2030, carbon dioxide emissions may double due to 

increased GenAI usage.xxv  

Most of the power consumed by AI models goes into training the models. A third of that 

consumption is attributed to the inference capabilities these LLMs provide.xxvi Institutions 

 50%-100%  
GPU power consumption  

driven by just three chip makers: AMD, Intel, 
and Nvidiaxix 

~30%  
Microsoft's CO2 emissions  

since 2020 due to data center expansionxx 

~50%  
Google’s GHG emissions 

between 2019 and 2023, largely due to data 
center energy usexxi 
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committed to environmental sustainability should consider investing in more efficient 

technologies, as well as leveraging alternative power solutions for data centers.xxvii 

Short-, Medium-, and Long-Term Considerations  
With those broad considerations in mind, we can now examine potential short-, medium-, and 
long-term risk scenarios and considerations.  

Please note that we look at these as broader milestones – not fixed timespans (i.e. three 
months, six months, one year) – along your organization’s course to AI integration and 
alignment with the evolving AI landscape for the broader financial sector. 

 

 

 

 

 

 

Short-Term Considerations: Augmented Workforce and AI Deployment  

The short-term implications are primarily concerned with how AI will transform the 'way we 
work.’ The FS-ISAC AI Risk Working Group projects that there will not be a significant shift in 
the labor force in the short term. Rather, we foresee greater interest in testing and learning 
how the labor force can be augmented with GenAI. These decisions will lay the foundation for 
future developments.  

Questions specific to the short-term outlook that your organization can use to spark important 
dialogue:  

Short term: When AI achieves the first real, 
demonstrable impacts — either positive or negative —
that your organization’s planning for now.

Medium term: When your current AI initiatives have 
gained traction and infrastructure and regulatory 
trends are taking even higher priority.

Long term: When AI is no longer novel to your 
organization or the sector. It's just another fixture of 
the business world, like the internet is now.
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 Which GenAI use cases are likely to be deployed first? 
 Which use cases will have the greatest impact on the labor force? 
 How can you assess labor force impacts from GenAI solutions? 
 Is FS-ISAC’s projection that we will likely not see a substantial impact on the labor 

force applicable to your organization? 

 

Medium-Term Considerations: Labor, Data, Cybersecurity, and Legal 
Challenges 

Incremental innovations that will enable more GenAI autonomy, delivered in alignment with 
other research and development efforts currently underway, are expected for the medium 
term. The IBM AI Roadmap predicts paradigm shifts for AI year over year, which will increase 
efficiency and broaden use cases.xxviii As GenAI technologies advance in the medium term, we 
expect broader questions about demand saturation. 

The following questions can help your financial institution examine your medium-term 
outlook: 

Key Short-Term Considerations 

Labor: Increased efficiency and productivity, notably in cybersecurity functions. 

• GenAI could augment the workforce and enable cybersecurity functions to become more 
efficient, diminishing the impact of labor shortfalls in monitoring, detecting, and preventing 
cyber attacks.  

Deployment: Financial firms will have to determine and articulate the economic case for 
GenAI deployments. 

• Stakeholder priorities will vary – increasing output volumes, increasing the integrity of the 
work, cutting costs, etc. – which will add complexity to business decisions for deployment. 

• Financial institutions' risk-averse nature and the sector’s lack of universally accepted AI risk 
and control frameworks may hamper GenAI adoption.  

• Vendors’ increased adoption of GenAI may indirectly impact firms that did not deploy their 
own GenAI or establish guiding frameworks in their organizations.  
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 What kinds of new workforce opportunities might arise from an AI-augmented future 
in your firm? 

 What are the kinds of AI innovations that you should consider in this time frame? 
 How might different regional environments give rise to significant differences in 

regulatory requirements that you’ll have to navigate? 
 Do projections, especially regarding regulatory fragmentation and potential demand 

fluctuation, apply to your organization?  

Key Medium-Term Considerations 

Labor: The first shifts toward the full replacement of human labor with AI in limited 
circumstances. 

• This will likely set the stage for larger-scale labor changes that will be more fully realized in 
the long term.  

• Intern programs and apprenticeships may evolve as technology-related programs turn their 
focus to AI oversight tasks like reviewing code, training data prep, and reviewing AI output.  

Agentic AI: The current limitations of infrastructure and training model sets will probably 
increase agentic AI technologies in financial services.xxix,xxx 

New processes: GenAI could become a familiar feature, complete with risk and control 
frameworks, enabling the ubiquitous use of AI for new processes. 

Model collapse: As more and more data created by GenAI sources is re-incorporated into 
training data, data diversity becomes a significant problem.  

• Homogenous datasets can perpetuate bias and cause LLMs to reinforce their own outputs. 
Over time, the model becomes less able to generalize to existing and potential issues and 
less effective in business applications.  

• Confidence in outputs will be reduced as models collapse. 
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Long-Term Considerations: Code, Competition, and Complexity Issues 

It is difficult to make accurate predictions of the long-term implications of GenAI. Funding and 
interest in AI research may be considerably reduced or the technology may experience 
exponential growth. It’s also possible that a new technology may emerge that renders AI 
archaic, or AI’s value may reach a point of diminishing returns. Consider the possibility of an 
“AI Winter” when planning for long-term investments in permanent infrastructure and a 
continuation of challenges. 

Below are questions that can help your institution frame its long-term outlook: 

More sophisticated attacks: Cybercriminals will use AI to strengthen and improve attacks.  

• If AI becomes able to invent new cyber threats, as opposed to the current ability to augment 
or accelerate such threats, then whole new cybersecurity roles may arise in the sector.  

Legal challenges: Issues around the unlicensed use of scraped internet data will have 
implications for the further use of curated data scraping. 

• Issues such as those raised in OpenAI vs the New York Timesxxxi will raise questions about 
the way models are built and used. The trial, regardless of its verdict, is likely to be the first of 
its kind as other legal challenges may arise in the medium term. 

Regulations: The regulatory environment, especially globally, will remain fragmented.  

• Requirements will differ, perhaps even conflict, between countries and between US states.  

• Ever-changing political environments will likely exacerbate such changes.  

• Financial institutions will have to continually review their governance and compliance related 
to AI; organizations may need to ensure that data can be segmented into various learning 
models to ensure achievable separation, removal, or anonymization as per varying 
regulatory requirements. 

Fewer false positives in security alerts: AI will better isolate genuine threats.  

• Employees will have less response training, so hands-on experience with security platforms will 
mostly occur in times of crisis when an organization can least afford an inexperienced response.  
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 What kind of AI innovations should you focus on? 
 What risk appetite do you want for your future of AI, and what strategy should you 

embrace to get within that appetite?  
 How should you handle uncertainty versus prescriptive insights? 
 How might regional regulatory environments give rise to significant differences in this 

space over time? 
 Is FS-ISAC’s projection, especially regarding the AI feasibility for smaller and larger 

organizations, reasonable for your organization? 

Questions to Prepare You Today for GenAI Future Use  
Rather than recommending concrete actions to prepare your firm for future use cases, we 
suggest that financial services leaders ask the following questions of their institutions right 
away. The answers may well reveal the best next steps for your organization to undertake and 
help you get things started. 

1. Does your organization have an “AI Champion,” either as a role or group (such as a 
steering committee), to track your AI resources — initiatives still in development, platforms 
already established, etc.?  

Key Long-Term Considerations 

Labor: Threats could materialize if too few employees are able or willing to handle manual 
workloads.  

• Continued innovation could eliminate jobs, reduce working hours, or create new labor 
categories.  

Security: GenAI products will have unique security concerns, amplifying entanglement issues.  

• Security, interoperability, and other developmental factors will create complexities similar to 
those introduced by the Internet of Things (IoT).  

 

Overreliance on Code Generation: AI-generated code opens the door to superfluous tools. 

• While code generation simplifies software development capabilities, there is potential for the 
market to become saturated with superfluous tools that don’t meet critical SDLC 
requirements designed by untrained individuals.  

Higher barriers to entry for small financial firms.  

• Larger, better-resourced organizations will consolidate their AI capabilities making it difficult 
for smaller in-house AI platforms to compete. 
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Such an entity could ensure that various AI initiatives 
align with each other, the organization’s risk appetite, and 
your broader business objectives. As a corollary, knowing 
how to track AI initiatives can also mitigate the risks of 
‘shadow AI’ — i.e., AI developments that, like Shadow IT, 
have no approval or oversight. 

Ideally, AI Champions are poised to consider the 
operational risks surrounding AI usage: increased energy 
needs, additional regulatory requirements, and all the 
other considerations detailed throughout this publication. 

2. What mechanisms does your organization have for 
identifying and mitigating Shadow AI? Could your 
existing Shadow IT mitigations be expanded to seek 
out unapproved AI platforms already operating on existing infrastructure? 

It’s not unknown for business units to rely on software and other deployments that the IT 
department doesn’t oversee – or even know about – in significant revenue streams.  

Even without an AI Champion, your organization needs to mitigate shadow AI just as it needs 
to mitigate shadow IT. Best practice is to assess any newly discovered AI usage to discover 
vulnerabilities or legal exposures.  

3. Has your organization already begun considering the risks surrounding AI? Does it assess 
new technology deployments in general – for example, are energy use, regulatory 
alignments, ethics, or other aspects covered by this paper being considered? 

Many regulations in our sector call for assessing cyber-relevant risks of new deployments, and 
your organization’s risks may span beyond confidentiality, integrity, or availability. Your 
enterprise risk management group (or equivalent) may already have a robust register of things 
to assess; a conversation with them and your AI subject matter experts would show diligence 
and help you thoroughly assess your AI deployments. 

It might also help identify where the use of AI might intersect with a model risk management 
framework in institutions using one. 

4. Are AI risks embedded in your risk and control frameworks?  

Shadow IT: IT systems 
deployed without the IT 
department’s knowledge — 
SaaS apps and services are 
common examples — that 
evade the IT department’s 
restrictions. Though the intent 
is usually benign, shadow IT 
poses regulatory and security 
risks in financial services, 
especially regarding data loss, 
leakage, and use. 
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Embedding AI risks into your control sets is a necessary practice. Your deployments or 
general use of AI probably won’t incur risks that weren’t previously identified in the register; 
perhaps no new control investments are needed either. But it’s still healthy to assess your 
organization’s AI-relevant risks, and then to update the risks and control frameworks as 
needed – or simply formally document that your current framework is sufficient for AI already. 

5. How does your organization train employees to interact with and support AI?  

While your organization may have robust cybersecurity to thwart attacks from the outside, 
your organization has insiders who could do significant damage by mistake.  

Training employees can reduce the risks of misuse, and it can also reduce data leakage 
concerns. Remember that any employee could be tempted to put sensitive, proprietary data 
on a publicly available AI platform, even if just to run additional analytics on it. 

6. Does your organization look for diversity in its training data?  

Diversity could help mitigate the risk of your models training on their own output or a set of 
models being trained on each other’s output. Insufficient training data diversity could turn 
outputs into echo chambers that feed directly into critical business decisions. 

7. Does your organization deploy GenAI to produce new content? Are your models trained on 
data that includes copyrighted material?  

If the answer is “yes” then there’s a risk that your organization has committed IP laundering, as 
detailed previously in this publication.  

8. Is your organization planning for the impacts of AI, including the impacts described in this 
publication, on your workforce? 

Some roles will be made redundant, and other roles will become vital. As GenAI technology 
develops and business requirements change, employee skill sets and training must keep pace. 
We strongly recommend considering this now as your organization prepares for its most 
optimized future. 
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Conclusion 
We agree with those who suggest that the future is perpetually in motion. However, we believe 
this paper provides an “all-hazards” approach for the future of AI and a framework to help you 
think through the unknowable changes that will come in the future. However, it’s worth noting 
that those changes fit a perspective with which you’re probably familiar: risk. You have likely 
experienced meetings in which cybersecurity teams urged caution while business managers 
lobbied for rapid deployment to maximize competitive advantage. Looking at it that way, 
charting your course for AI will take you through familiar territory. 

We encourage your firm to use the contexts and questions above to generate meaningful 
assessments in the short term and next steps towards achievable objectives that are more 
clearly understood – from the server room to the board room – with deliverables that inhibit 
risk and promote useful outcomes. Your resulting deliverables may include:  

 A formal framework and guidelines for AI usage 
 Prioritized use cases 
 Impacts mapped back to the people, processes, and technology that can mitigate risks 
 Assessments against AI infrastructure and tools  
 Decisions regarding roles and responsibilities and how the workforce will interact with 

newly implemented GenAI automations 
 Clear mission statements about increased efficiency, reduced costs, increased 

business, etc. 
 A risk register that is better adapted for the 21st-century 
 Achievable longer-term strategies to determine and then realize your competitive 

advantage in this space 

We hope this publication causes you to bring your experiences and feedback to future 
engagements with FS-ISAC’s AI Risk Working Group. We can never expect to be finished 
looking at the future, and we hope to incorporate your concerns and perceptions in our 
ongoing work. 

 
 

 



 
 
 

 
  

20 TLP WHITE © 2025 FS-ISAC, Inc. | All rights reserved | 

The Future State of Generative AI 
 

Appendix: Copyright Issues 
Challenges to the legitimacy of AI copyright protections will continue with the increased 
adoption of AI technologies (i.e. Thaler V. Perlmutter), especially where organizations seek to 
copyright work generated from AI models.xxxii  

The US Copyright Office deems “that copyright can protect only material that is the product of 
human creativity. Most fundamentally, the term “author,” which is used in both the 
Constitution and the Copyright Act, excludes non-humans." xxxiii  

However, the same document allows for technological assistance (the machine as a tool) to 
create copyrighted material if the material is created by the author’s own mental 
conception.xxxiv Jurisdictional laws and ongoing legal cases will likely apply to ideas or 
documentation that LLMs or GenAI will help to create.  

IP laundering may emerge when IP is unintentionally used within organizational outputs and 
embedded in proprietary processes or documentation. Be prepared to deal with the legal and 
moral implications of IP laundering, with controls in place to map data lineage and data supply 
chain through GenAI models to outputs from them.  

Many examples of copyright infringement in the curation of marketing materials are directed 
at AI developers. For instance, artists may sue AI developers who use their art in training data 
(that is later reproduced by users of the model) without explicit permission.xxxv US law allows 
original content creators to sue users or organizations, especially if the art is recognizable in 
the artist's creative expression and is being used by an organization for profit.xxxvi 
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